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This paper describes four different systems
that we have developed for capturing various
manners of gesture near interactive surfaces.
The first is a low-cost scanning laser rangefinder
adapted to accurately track the position of bare
hands in a plane just above a large projection
display. The second is an acoustic system that
detects the position of taps on a large,
continuous surface (such as a table, wall, or
window) by measuring the differential time-of-
arrival of the acoustic shock impulse at several
discrete locations. The third is a sensate carpet
that uses a grid of piezoelectric wire to measure
the dynamic location and pressure of footfalls.
The fourth is a swept radio frequency
(RF) tag reader that measures the height,
approximate location, and other properties
(orientation or a control variable like pressure) of
objects containing passive, magnetically coupled
resonant tags, and updates the continuous
parameters of all tagged objects at 30 Hz. In
addition to discussing the technologies and
surveying different approaches, sample
applications are given for each system.

Large flat surfaces, such as walls, floors, tables,
or windows, are common structures in everyday

life, usually dictated by practical human necessity or
driven by general architectural aesthetics. At present,
these surfaces are mainly passive and, where appro-
priate, are used to display decorative items such as
paintings, photographs, and rugs. Although differ-
ent projects and products centered on the theme of
“home automation”1 have inspired various interac-
tive displays, these are usually small or moderate-
sized discrete devices, such as touch screens embed-
ded into walls or tables. It is still unusual to see large
portions of the walls, floors, or windows themselves

used directly as interactive interfaces, except perhaps
in niche applications such as those used for telecon-
ferencing.2 Other interactive “smart room” ap-
proaches look at sensing full three-dimensional
spaces, for example with computer vision tech-
niques,3 and avoid concentrating expressly on the
often more deliberate and precise interactions that
can be expressed at the surface itself. New technol-
ogies, however, will enable such architectural sur-
faces to become sensate, following trends and con-
cepts in “smart skins” that have redefined structural
control and aerospace research over the last decade.4

This paper is an overview of such sensor systems, em-
phasizing recent work by the MIT Media Laborato-
ry’s Responsive Environments Group on new user
interface devices for interactive surfaces and large-
scale public installations. In particular, we describe
the technology and demonstration applications be-
hind four systems that we have developed: an inter-
active wall, which tracks hand positions with a low-
cost scanning laser rangefinder, a smart window that
locates finger taps using differential acoustic time-
of-arrival, a carpet that measures the position and
pressure of feet with a grid of piezoelectric wire, and
a tag reader that identifies and tracks the state of
nearby objects embedded with magnetically coupled
resonators.
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Approaches to “smart walls”

Most of the commercial products that have been de-
veloped to track position across a large, responsive
surface have been aimed at the digitizing tablet and
“smart whiteboard” markets, where the handwrit-
ing from a set of coded pens and drawing objects is
digitally captured. While many of these systems re-
quire contact or pressure to be applied against a sen-
sitive surface5 and act as a large touch screen6 or
trackpad,7 others detect the position of objects just
above the board or tablet. The bulk of these devices
are made to work with opaque surfaces, because the
sensing technology (usually nontransparent) is bur-
ied beneath the active area. One interesting exam-
ple of a recent, noncommercial sensing surface is the
pixilated capacitive matrix devised by Post and col-
laborators at the MIT Media Lab for their sensor ta-
ble8 developed for an installation at the Museum of
Modern Art in New York. Although this technique
can detect and track nearby bare hands through their
capacitive loading, it does not scale easily in large
areas and is generally opaque; therefore it is not
suited to rear-projection applications. For smaller
surfaces, transparent conductors such as ITO (in-
dium-tin oxide) or conductive plastic can be used as
in capacitive touchscreens,6 but extending such fine
sampling or pixilated concepts to very large displays
becomes complicated and expensive with existing
technologies.

Most tracking systems for translucent or very large
wallboards are the “squinting” type that look across
from the edges of the display. Although inexpensive
devices are coming on the market that use acoustic
time-of-flight to a fixed receiver from active sonar
pingers embedded in pens,9 several employ optical
sensing, which enables simple, passive reflecting tar-
gets on the drawing objects to be easily detected in
a sensitive plane defined by a scanning fan-collimated
light source, such as generated by a scanned diode
laser. The best-known example of this is the Soft-
Board** by Microfield Graphics,10 where a pair of
scanning lasers emanate from the two top corners
of the board, identifying and tracking coded targets
on pens and other objects approaching the white-
board and intersecting the scanned plane. These sen-
sors are unable to detect distance, thus planar po-
sition is determined by triangulating the two angular
measurements. To avoid ambiguities in this trian-
gulation, these systems generally allow only one ob-
ject to be tracked at a time. Although the SoftBoard
requires coded targets, earlier research systems11

used a similar arrangement to track single fingers

and bare hands. Light-Curtains, which use dense ar-
rays of infrared light-emitting diodes (IR LEDs) that
face corresponding receivers lining the perimeter of
the screen, are commercially available12 and can
track multiple hands, but because of poor scalabil-
ity, become expensive for large displays. A variant
on this approach is the Intrepid touch system,13 which
uses an array of IR LEDs across the top of the display
and two linear CCD arrays at the corners that look
for reflections from the hands. Large screens can be
expensive or suffer from illumination difficulties us-
ing this technique.

Some smart wall hand-tracking systems use computer
vision. The most straightforward versions of these
use multiple cameras, squinting along the horizon-
tal and vertical coordinates and triangulating.14 Al-
though this approach gives much information (po-
tentially enabling hand gesture to be determined15),
it involves a considerable amount of sometimes frag-
ile video processing to detect the hand, reject back-
ground light and clutter, and solve the image-cor-
respondence problem for multiple hands.

Other video approaches are of the nonsquinting va-
riety. The most common one that looks from the
front of the screen is the standard “chromakey” tech-
nique,16 in which the silhouette of the body is de-
tected against a plain blue or bright screen, where-
upon the hands are identified and tracked when not
in front of the torso. This is familiar to many who
watch weather broadcasts. Although the newscaster
only gestures in front of a blue screen in the studio,
the screen is replaced by the weather map in the
broadcast video. For increased precision, lower am-
biguity, higher speed, and the ability to work with
variable background light or an image-bearing screen,
many classic body-tracking systems17 have exploited
active targets made from modulated IR LEDs that
must be placed on or carried by the user. Another
system, the “Holowall,”18 looks from the back of the
screen, which is illuminated from behind by a bright
IR source positioned next to an IR camera. Although
considerable IR light penetrates the screen, the user
in front is unable to see this. The IR camera captures
reflections (propagating back through the screen)
from the user’s hands as they approach the surface.
Image processing on the resulting frames is used to
detect the hands. This system can unambiguously
track all hands without correspondence or occlusion
difficulties. It does, however, require real-time im-
age processing, has difficulties with clutter and back-
ground IR illumination (e.g., from tungsten or out-
door lighting), needs an IR-translucent screen, and
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does not define a clean sensing plane at the screen
surface, because the user’s hands or body are de-
tected at varying locations from the screen, depend-
ing on the local illuminations and their albedo.

Computer vision has similarly been used to identify
and track objects above interactive tables by recog-
nizing a graphical code with which the object is la-
beled. These systems use a video camera that either
looks down at the objects from above the tabletop19

or looks up at the objects from underneath through
a semi-transparent tabletop.20 This technique re-
quires the objects to be unambiguously labeled and
needs clear lines of sight from camera to objects.

A previous interactive surface arrangement designed
and built by some of the authors used transmit-mode
capacitive sensing.21 This device, the Gesture Wall,
injected a 50–100 kHz signal into the body of the
user through an electrode on the floor (different shoe
impedances were compensated by scaling the drive
voltage with a servo loop that calibrated each new
user22). The strengths of this signal, as capacitively
received at electrodes placed in the four corners of
the display, were used to track the position of a hand
as it moved around the display surface. Although this

system, diagrammed and depicted in Figure 1, was
very sensitive to gesture, any absolute tracking ca-
pability for even a moderately large display required
fairly stiff postural constraints on the part of the user
(one hand forward and body back, as portrayed in
Figure 1), since the entire body radiates the trans-
mit signal, not just the hand to be tracked.

An inexpensive scanning laser rangefinder

Although many solutions exist for particular appli-
cations, as outlined above, there is no clean, simple,
inexpensive, and general means of robustly tracking
bare hands near very large display surfaces. Our so-
lution to this problem, depicted in Figure 2, is to place
a scanning laser rangefinder at one corner of the dis-
play to determine the polar (r, f) coordinates of
hands in a clearly defined plane above the projec-
tion surface. This would ideally be a compact device,
enabling a simple retrofit to make any flat surface
interactive. One unit, in a single corner of the screen,
is able to scan the entire display surface; because it
produces two coordinates simultaneously, there is
no correspondence problem with multiple hands
(there are still occultation issues, however, as dis-
cussed in the next section). Also, since the photo-

Figure 1 The Gesture Wall, tracking hand position through capacitive coupling: (A) diagram and (B) actual system installed
in the Brain Opera at Lincoln Center
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detector signal is synchronously received23 relative
to the outgoing laser, the system intrinsically rejects
all background light (provided the detector is not sat-
urated), seeing only the reflected illumination com-
ing from the modulated laser source.

Such laser rangefinders are commercially available
devices, used for survey,24 robotic,25 and military26

applications. A quick investigation of the current
market, however, indicated that scanning rangefind-
ers that fit even our modest requirements (approx-
imately 1 centimeter [cm] resolution across about 4
meters at a 20–30 Hz update rate) are still consid-
erably expensive. The least expensive devices cost
several thousands of dollars per unit. As a result, we
chose to pursue our own low-cost design, adapted
to the task of tracking hands near interactive walls.
Our system was introduced in Reference 27 and de-
tailed in Reference 28.

Triangulation rangefinders, with a displaced source
and imaging receiver,29 can provide very high depth
resolution over a limited dynamic range, and thus
are often used in three-dimensional object scan-
ning.30 Although our first device31 was based on tri-
angulation, it was unable to attain sufficient resolu-
tion across the entire surface of a large display
because of the asymptotic perspective characteris-
tic of the triangulation output29 (these systems are
generally tuned for optimal performance across a
short range span). Therefore, we elected to pursue
a CW (continuous-wave) phase-measuring system32

in our design, which is shown schematically in Fig-
ure 3. The actual working scan head is diagrammed
and shown in Figure 4. This unit includes all scan-
ning and high frequency electronics. Even though
the baseband and microcomputer electronics can
also be accommodated at the head, our current de-
vices locate them in a remote chassis.

Although an IR laser would work very well (silicon
photodiodes are, if anything, more sensitive to in-
frared), we opted to use a standard 5 milliwatt red
laser diode as the light source here. Not only did this
make the optical alignment much simpler, it also gave
good intrinsic feedback to the user, who knows that
the hand is being tracked when it is seen to intersect
the visible red laser scan line. The direct current (DC)
supply for the laser was 100 percent chopped by a
single, fast transistor driven at a 25 MHz modula-
tion frequency. This provides 6 meters of range be-
fore phase-wrap (this is half of the modulation wave-
length, as the light makes a round-trip from the
scanner and back). As seen in Figure 4, the laser was

reflected from an adjustable mirror mounted just be-
low the lens tube and aligned to point into the field
of view of a photodiode “camera” (containing the
photodiode, lens, and front-end amplifier). The la-
ser and camera ensemble were then aimed at a ro-
tating, 4-sided mirror (2 inches 3 11⁄4 inch per side),
which scanned both the laser and camera’s field of
view together across a 908 span. In order to simplify
the electronics chain, we used a 1-inch diameter, 45-
millimeter (mm) focal-length lens focussed onto a
1.5 mm2 avalanche photodiode (APD)33 to detect the
laser light. The photodiode was biased by a '425-
volt supply that provided maximal intrinsic gain. This
was followed by a pair of monolithic microwave am-
plifiers, giving 25 decibels (dB) of broadband gain,
then a wideband automatic-gain-control (AGC) am-
plifier34 that compensated for varying complexion
and reflection characteristics and was able to pro-
vide up to an additional 80 dB of gain. The band-
width was subsequently narrowed by a 30 dB tuned
amplifier35 and adjusted to the modulation frequency
(the output of this amplifier provided the AGC feed-
back). Although a standard rangefinder would pro-
vide additional gain at an intermediate frequency
(IF),36 the avalanche gain from the APD (and the rel-
atively short range over which we used this device)
allowed us to demodulate directly to baseband us-
ing a pair of wideband analog multipliers to obtain
a quadrature pair. The quadrature reference signals

Figure 2 Basic setup for the LaserWall
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came from a chain of flip-flops driven by a crystal
oscillator. A first-order low-pass filter, with its break-
point set to '4 kHz, selected the basebanded sig-
nals while rejecting out-of-band noise and leaving
sufficient bandwidth to accommodate a 25–30 Hz
scan (detecting hand-sized objects up to 4 meters
away). These signals were additionally conditioned
to span between 0 and 5 volts, then used as inputs
to the analog/digital converter of the embedded mi-
crocomputer.

The basebanded analog signals were also used as a
reference for a laser-attenuator servo system that de-
creased the laser drive voltage if the analog signals
approached the supply rails, preventing saturation
for extremely bright reflections when the hand was
very close to the scanner and allowing linear oper-
ation everywhere. The angular scan was synchronized
in our original prototype by a phototransistor that
was hit by the laser at the beginning of the sweep.
In our subsequent devices, this was decoupled from
the scanning laser (to simplify alignment and remove
any dependence on extraneous light), and a sepa-
rate shaft encoder was used. This synchronization
signal is also used by a hardware safety failsafe, which
shuts the laser power supply down if the mirror is

not turning (at a 20–30 Hz scan rate, our system is
safe for human eyes37).

The basebanded signals produced by our scanner,
as seen in Figure 5 for a pair of hands, are extremely
simple to interpret. The current devices assume that
the laser is scanned against a matte-black baffle, as
diagrammed in Figure 2. Upon startup, the range-
finder samples its baseline across the entire scan and
subsequently subtracts the scan amplitudes point-by-
point from this reference to suppress residual reflec-
tion from the baffle. This allows the hands to be de-
tected as amplitude peaks, using a simple static
threshold on the Manhattan metric (i.e., sum of ab-
solute values) of the in-phase (I) and quadrature (Q)
signals. Although the hands could be detected by dis-
criminating their associated peaks via changes in
range instead of amplitude, removing the need for
the baffle, this would involve more embedded pro-
cessing and lead to potentially more complicated cal-
ibration issues, and hence was not pursued in our
current device.

At the conclusion of each scan, the microcomputer
serially transmits the integrated I and Q amplitudes
of each peak, the peak widths, and a set of peak times

Figure 3 Block diagram of the low-cost scanning laser rangefinder
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derived by taking the mean between the clock val-
ues at which the peak rose above and fell below the
threshold (the clock is reset by the scan-start pho-
totransistor signal). The initial prototype28 worked
with a Microchip Technology PIC**16C73 microcon-
troller,38 but our subsequent designs replaced it
with an Hitachi SH-1.39 The SH-1 offers a 10-bit
analog/digital (A/D) converter that runs roughly five
times faster than that of the PIC. Our next model40

will be based around the Analog Devices ADuC812
microconverter,41 which offers a 12-bit ADC running
at equivalent speed around an industry-standard
8051 core.

The microcomputer produces a serial data stream
after each scan (e.g., at 30 Hz) that is read by a con-
nected host computer. Although there is no need for
any subsequent signal processing in the classical
sense, the rangefinder does off-load basic calibration
to the personal computer, enabling us to keep the
microcomputer minimal (its primary job is to con-
centrate the data stream into four relevant param-
eters per peak, as described above). The forward data
calibration involves taking the arctangent of the I
and Q parameters for each peak (finding the phase

change of the returning laser light), then running this
result together with the average peak time through
a 15-coefficient, third-order polynomial. These co-
efficients are derived when the rangefinder is first
set up, and relate the rangefinder coordinates (i.e.,
the arctangent and peak time) to screen graphics co-
ordinates. They are determined by a linear least
squares fit to a database derived from the rangefinder
outputs produced when placing the user’s hand on
a projected icon that moves across a uniform 25-point
grid (this simple calibration procedure is completed
in a few minutes). Figure 6A shows the calibrated
rangefinder tracking a hand across a 2 3 2 meter
rear-projection surface; the reconstructed range-
finder coordinates (open circles) are seen to closely
approximate the screen reference points (crosses)
where the hand was actually placed. Figure 6B shows
continuous data from the rangefinder system in op-
eration, with the hand “drawing” in the air above
the same screen.

Rangefinder performance and applications. We have
built several prototype rangefinders for hand-track-
ing applications, dating from our original unit in the
fall of 199728 through the recent model shown in Fig-

Figure 4 Drawing of the latest rangefinder head (A) and actual functioning device (B)
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ure 4. They have emerged from the laboratory, hav-
ing been used in several Media Lab and outside pub-
lic installations, as portrayed in Figure 7. The parts
cost of this device is well under $500, strongly dom-
inated by the APD. An improved electronics design
may be able to replace the APD and its high-voltage
power supply with an inexpensive PIN photodiode.
Once the optics are properly aligned, the rangefind-
er’s outputs are stable and after calibration are
mapped to within a couple of inches of the hand, as
shown in Figure 6, across a large (e.g., 6 3 8 foot)
display. The present device gives a point-to-point
noise resolution (standard deviation) of roughly s 5
1.4 cm across the screen, dominated for the most part
by wobble in our homemade rotating mirror assem-
bly. This noise is easily attenuated by a four-tap FIR
(finite impulse response) filter running on the host
computer, which introduces a small lag but results
in very smooth and stable coordinates, enabling the
user to write or draw quite legibly with bare hands
across a large screen, as shown in Figure 6B. To sim-
plify application development, we have written a
Windows** mouse driver for this device, enabling
the hand to move the cursor. Although the polyno-
mial calibration was usually accurate enough for
open-loop interaction, we generally draw a cursor

of some sort below the position of a detected hand
to give direct user feedback.

Aside from a few in-house demonstrations in which
we used the prototype as a simple hand-controlled
mouse running a common drawing program, all ap-
plications have been multimedia in nature, where the
general public can move the projected graphics about
with their hands while also exploring a connected
musical mapping. These have been very successful.
People seem to enjoy walking up to a large projec-
tion wall and interacting with the graphics and mu-
sic. The scale of the presentation makes it a public
spectacle, while the close-up nature of the interac-
tion still feels somewhat intimate, forming an inter-
esting fusion of two commonplace displays now grac-
ing, for example, shopping malls—the touch-screen
kiosk and the video wall.

Figure 7A shows the first environment written to test
our device with these ideas in action. The graphics
routine plotted a red and green rotating square at
the location of each detected hand, and changed the
background objects as the hands were moved about.
Drum loops would start when at least one hand was
detected and change with their position. A bass-lead

Figure 5 Basebanded quadrature signal pair for two hands in the scanning beam near the center of an 8' � 6' screen
(multiple peaking is from fingers)
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arpeggio would begin when more than one hand was
introduced (with tonal range dependent on their mu-
tual distance). Although quite simple, it was a very
popular installation at several 1997 Media Lab
events.

Our next application, a port of Rice’s mouse-driven
Stretchable Music42 program, was considerably more
complex. Here, users could grab and stretch objects
that sequentially appeared on the screen, each of
which exhibited different musical behavior in accor-

Figure 7 Three public installations using the rangefinder system: (A) Rotating Cubes ’97, (B) LaserStretch ’98, (C) LaserWho ’99
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Figure 6 Rangefinder performance: (A) rangefinder coordinates vs calibration reference points across large projection
surface and (B) rangefinder coordinates for freehand “drawing in air”
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dance with the amount of stretch. If more than one
hand was detected, the additional hands would draw
musical “sparkles,” i.e., twinkling points centered on
the hand positions that made soft, ethereal sounds.
This installation, shown in Figure 7B, was run for a
week at SIGGRAPH 98,43,44 where it was likewise very
popular with conference visitors.

The most recent application was a port of Donath’s
Visual Who graphical database exploration pro-
gram,45 shown in Figure 7C as it was being demon-
strated at Opera Totale 546 in Mestre, Italy, during
November of 1999. Here, users could insert graph-
ical anchors into a complicated database, and move
them around on the screen, seeing representations
of related information attract and drift to the anchor
being moved, depending on their attachment (e.g.,
degree of relationship). An interactive music system
was also used, with different themes and effects tied
to the different anchors and the manner in which they
were manipulated (velocity, position, etc.). This sys-
tem was also installed at SIGGRAPH 2000,47 where
users were able to explore various aspects of the con-
ference databases.

Although the rangefinder system is able to track mul-
tiple hands, it is subject to occlusion, where two hands
at similar f line up with the laser beam, hence one
hand “shadows” the other. For many applications,
this can be addressed in software (i.e., by introduc-
ing a tracking filter15 or “inertia” to the plotted track-
points, or forcing them to snap to either side of the
shadowing hand), or rigorously by adding a second
scanner (since each directly produces both [r, f],
there is no correspondence problem; all points are
unambiguous). The examples of Figure 7 have not
explored multihanded interactions deeply, since they
were mainly ported as augmented mouse applica-
tions. This is a topic for additional investigation with
this interface.

Acoustic tap tracking

The rangefinder system is very well suited to con-
tinuous tracking of hands, as explored in the appli-
cation examples described above. It is less adapted,
however, to notions like the “click” of a mouse, a
commonplace action in today’s standard graphical
user interfaces (GUIs). There are several clean ges-
tures by which the notion of a “click” can be adopt-
ed; for example, moving one’s hand quickly in and
out of the scan plane or pulsing the nontracked other
hand rapidly in and out of the beam, etc. The most
direct method of clicking, however, would be to just
tap the screen. With only one hand being tracked,
this is straightforward; a simple acoustic transducer
affixed to the screen could detect the tap and an-
nounce a “click” event. With multiple hands, how-
ever, this is more of a problem, as the current pla-
nar rangefinder provides no simple way to know
which hand made the tap.

To resolve such issues and explore a different kind
of smart surface interface, we have developed the
system shown in Figure 8. This is a “tap” tracker that
determines the position of a knock on a continuous
surface from the differential time-of-arrival of acous-
tic energy at multiple locations, in this case, four
transducers at the corners. The first version of this
device came from a collaboration between the lead
author and Hiroshi Ishii’s Tangible Media Group for
their PingPongPlus (PP1) installation48 exhibited at
SIGGRAPH 98.49 Here, the impact position of a ping-
pong ball on a ping-pong table was determined in
real time through differential time-of-flight between
the signals recorded by four microphones adhered
to the table’s underside near the corners. The speed
of the impact shock through the table was sufficiently
slow (about twice the speed of sound in air) for soft-

Figure 8 Concept and layout for the acoustic tap tracker
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ware timing to be performed in a PIC microcontroller
using firmware developed by Wisneski and collab-
orators.50 Likewise, the acoustic characteristics of
ball-on-table impacts had a sharp leading edge and
were fairly uniform, enabling sufficiently accurate
(circa inch-scale resolution) performance using con-
stant-threshold discriminators on the absolute value
of the input signals to determine the first acoustic
arrival at each microphone, after which the signals
are contaminated through multipath and reflections.
Three separated pickups are sufficient to locate the
impact in a plane. The fourth pickup adds redun-
dancy for consistency-checking and better resolution.
Although the inverse mapping from differential tim-
ings (i.e., differential range, since the acoustic veloc-
ity is constant) to impact coordinates is nonlinear51

(involving the closest intersection of three hyperbo-
las for the four microphones), we used the approx-
imation of a linear least-squares fit for the PP1 in-
stallation.50 This introduced some limited distortion
at the perimeter of the table, but was entirely ad-
equate for the intended interactive media applica-
tions and it executed very quickly.

Because of the uniform and predictable character-
istics of the hard impacts and the good acoustic prop-
agation characteristics of the supported wood table,
this approach is well suited to the ping-pong appli-
cation. Because this is a very small niche, we have

been exploring the utility of applying such a tech-
nique to more general scenarios, such as locating the
positions of fingers knocking on a pane of glass. This
would open a set of interesting applications such as
easily retrofitting common store windows, for exam-
ple, into simple interactive displays. This situation
is more complex, however, as the finger tap excita-
tion can now change considerably from one hit to
the next. Variations will occur depending on how the
glass is struck, the type of glass used, and how the
glass is supported. To approach this problem, we
used contact pickups made of polyvinylidene fluo-
ride (PVDF) piezoelectric foil52 instead of the elec-
tret microphones used for the table, placing them
near the perimeter of a glass pane, as indicated in
Figure 8. These pickups were insensitive to ambient
sounds in the air, but produced excellent signals when
the glass was hit. Figure 9 shows the response from
a pair of these pickups, spaced approximately 3 feet
apart and bonded with common adhesive to a 1-cm
thick, 4 feet 3 8 feet shatterproof glass window (the
kind used to divide rooms, solidly supported by rub-
ber anchors along its entire perimeter), to a series
of ten knuckle taps running from right to left in uni-
form steps. Since the trigger reference is on the left
pickup, it is always seen to occur at the same point
in time, and the maximum plotted time difference
is twice the propagation interval between sensors.
As expected, the right pickup signal shows consis-

Figure 9 Response of the right transducer when triggered by the left transducer for a series of knuckle taps on thick
window glass, moving in equal steps across 3 feet, from right to left
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tently increasing delay, indicating that the wavefront
must propagate further through the glass to reach
the transducer. Note that the observed propagation
mode of these low-frequency, knock-instigated im-
pulses moves quite slowly, at roughly 450 msec
(roughly a factor of 10 below the speed of sound in
glass), indicating that we are probably observing flex-
ural waves.53 Things are different for sharper impacts
(e.g., when hitting the glass with metal), which are
seen to propagate at around 3500 msec, indicating
excitation of faster acoustic modes. Figure 10 shows

the delay of the right signal relative to the left, as
derived from a simple constant-threshold discrim-
inator. The linear characteristic is clear (the straight
line is a best fit to the points), and this simple fit re-
solves these data to better than 2 inches. Most of
the inaccuracy comes from the leftmost hits, where
this windowpane was not as solidly supported on its
frame (the actual window and sensor layout used are
shown in Figure 11).

To track taps more reliably, however, we have found
that using a simple static threshold is generally not
adequate. Amplitude dependence is one factor, be-
cause the leading edge for a knuckle-tap is not suf-
ficiently abrupt. To account for this, we have explored
the use of constant-fraction discriminator circuits.54

Most important, the characteristics of the first ar-
rival can vary widely from transducer to transducer
and impact to impact. A significant problem can be
posed by the variable amount of low-amplitude, high-
er-frequency, dispersive deflection that often arrives
before the main wavefront, as can be seen in Figure
9. Likewise, sharp impacts (e.g., snapping a metal
ring against the glass instead of one’s knuckle) ex-
cite rapidly moving modes. To adequately address
these ambiguities, we now use a microcontroller card
based on a Hitachi SH-155 to continuously digitize
the analog signals from all four transducers into 10
bits at over 10 kHz. This enables a more detailed
and robust embedded analysis to look at other wave-
form features (e.g., peak amplitudes and waveform
shape) for each tap.

The microcontroller continuously samples the sig-
nals from each transducer into a rotating buffer.
Upon detecting a transducer signal above a noise
threshold, a “knock” event is declared, and 10 mil-
lisecond (ms) worth of data are stored from all four
inputs (including 3 ms of data before the trigger oc-
curred). This buffer is then scanned for every
significant peak in the absolute-value waveform
produced by each transducer, and descriptive param-
eters (e.g., peak height, width, and mean arrival time
relative to the initial trigger) are extracted for each
peak (including any small peaks arriving earlier, as
discussed above). These parameters are sent over a
serial connection, together with a count of the num-
ber of zero-crossings across the data acquisition in-
terval (too many zero crossings indicate a sharp hit
with different timing, as mentioned previously). A
connected personal computer then processes the tim-
ing determined for each first peak by a second-
order polynomial that was obtained from a linear
least-squares fit to a set of calibration points (as done

Figure 10 Delay of leading edge of right pickup signal
relative to left for a series of 10 taps moving
from right to left across the glass surface
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Figure 11 Tap tracker system locating a series of knocks
(blue circles) on large glass wall in real time
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with the original ping-pong table system) to produce
an estimate of the impact location in Cartesian co-
ordinates.

In addition to increasing the reliability of the results,
the use of a microcontroller readily enables more
channels of gestural input (e.g., measuring the strike
intensity and classifying the type of strike). We also
extract an estimate of accuracy or validity by cross-
checking the detected waveform characteristics from
the different sensors and examining the differences
between the four position estimates obtained from
the four different sensor triplets (since there are four
pickups, we have one redundant degree of freedom).

Figure 11 shows this system being demonstrated on
our test window. The PVDF strips can be seen in sil-
houette at the edges of the sensitive volume, together
with rear-projected circles showing estimates of the
impact position and accuracy for several successive
knocks. The radius of the large circles represents the
position resolution as inferred from the redundant
sensor information. In our tests, this system resolved
knocks in both axes to s 5 1.2 inches across the 3
feet 3 2.5 feet instrumented region of the glass. As
noted in Figure 11, the sensor strips are very small
and do not significantly block the window’s view.

Sensate floors

Although the laser and tap trackers described ear-
lier could conceivably work on a floor, they are in-
convenient for several reasons. The laser system
would have difficulty detecting dark-colored footwear
at any appreciable distance and suffer considerably
from occlusion in even a small crowd. The tap tracker
would have to detect different kinds of impacts from
different kinds of shoes across large distances on of-
ten nonhomogeneous and discretized pieces of floor-
ing randomly loaded with furniture and people. In
addition, many applications of sensate flooring also
need pressure information, which is not easily de-
rived from these techniques.

Most sensor floor designs use large-area force-sen-
sitive resistors56–58 that respond to foot pressure.
These can be fragile, however, and difficult to trans-
port for mobile installations. Others use optical tech-
niques, for instance by illuminating translucent floor-
boards with IR from below and inferring range from
detected intensity reflecting off the foot.59 While this
can also measure the foot when it is above the floor,
it requires calibration for variations in sole reflec-
tance and floor transparency (which can change with

time), and does not directly provide pressure signals.
Other designs work through electric fields, either
measuring the change in capacitance between two
plates sandwiching an insulator that compresses with
pressure,60 directly measuring the loading of a ca-
pacitive electrode by the body when a foot is near-
by,61 or measuring the coupling of an external sig-
nal sent from the shoe into a receptor electrode on
the floor.62 Although these methods have potential,
they likewise are prone to reliability, complication,
and calibration considerations.

The solution that we have pursued is shown in Fig-
ure 12. A grid of shielded cable, similar to standard
coaxial wire but with a piezoelectric copolymer used
for the inner insulation,63 is placed on the floor. The
wires are spaced at a roughly 4-inch pitch, so that
at least one will always be under the shoe of an oc-
cupant. Successful operation is best ensured by plac-
ing a force-interpolating sheet of, for example, thin
plastic above the wire grid. The piezoelectric mate-
rial produces a voltage (in the 1–5 volt range if ter-
minated with a high impedance) when the wire is
stepped on, with amplitude proportional to the in-
tensity of the dynamic foot pressure. The wires do
not provide steady-state pressure due to the
AC-coupled nature of the sensing medium. They re-
spond to changes in foot pressure, and thus measure
footstep dynamics, which are adequate for many ap-
plications. The piezoelectric wire is very rugged, re-
quires minimal electronics, and is very easy to trans-
port and embed into many types of flooring. Our
current setup uses a grid of 16 3 32 wires at a 4-inch
pitch below a 6 3 10 foot trapezoidal segment of car-
pet (Figure 12).

Figure 12 A sensor floor made from a grid of piezoelectric
cable
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Figure 13 diagrams the conditioning and scanning
electronics that we have built to digitize the infor-
mation from an array of up to 64 wires. The signal
from each wire is compressed in a piecewise-linear
front-end buffer that provides higher gain for smaller
signals. This produces good response to soft foot-
steps while still yielding some proportional informa-
tion for hard footfalls. The output of this buffer is
then conditioned by a peak detector, giving a fast-
attack, slow-decay signal that guarantees accurate
sampling by an analog multiplexer that scans all 64
signals within 17 milliseconds. After a final stage of
adjustable common gain, the signals are digitized into
8 bits by a 68HC11 microprocessor,64 which sends
the wire number and detected pressure to an at-
tached host computer when a new amplitude peak
is detected on any wire.

Because each wire in the grid extends over the full
length of the carpet, location ambiguities can be in-
troduced for multiple individuals. In this case, their
position can be estimated through simple clustering
algorithms and filters65 that group together consis-
tent x and y wire hits that occur within one or two
scan intervals (otherwise, a pixilated arrangement
must be adopted that uses shorter sections of wire).

Figure 14 shows 10 seconds of actual data taken from
the carpet system responding to a person walking
normally across a carpet diagonal, then heavily
stomping back. In the bottom plot, circles are drawn

for each piece of transmitted data, with the radius
proportional to the detected strike force. The wire
number (hence position) is plotted on the vertical
axis. The data at left (corresponding to the “normal”
walk) show the dynamics of the footfalls as the shoes
move across the wires. Much higher pressures are
seen on the hard returning steps at right; in addition
they are more tightly clustered in time, as the
“stomp” was essentially instantaneous, in contrast
to the rolling nature of standard steps. The spread
across nearby wires occurred here because the heavy
stomps vibrated the suspended floor tiles on which
the wire grid was placed, distributing the stomp en-
ergy over a larger area. The lower plot shows the
same data discretized into footsteps and folded into
three dimensions. The radius of the spheres repre-
sents the step intensity (integrated across all wires),
the horizontal coordinates map to carpet position
and the vertical coordinate is the elapsed time.

We have used this system in several public instal-
lations,22,66,67 most of which were paired with a sim-
ple Doppler radar system22,68 to also detect upper
body motion, providing a highly immersive sensor
environment, where any movement produces an ap-
propriate musical response. Figure 15 shows this in-
stallation as set up for demonstration in a Media Lab
elevator lobby. Other groups at the Media Lab have
used this carpet for different touring installations,
for instance, the Interactive Cinema Group used the
system to allow users to literally “walk” through a

Figure 13 Block diagram of the conditioning and processing electronics for the sensor floor
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Figure 14 Data for soft footfalls across the floor and hard stomps on return. The top plot shows the raw data from the
serial stream and the bottom plot shows these data as clustered into discrete footsteps.
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video sequence,67 with the inter-frame segues and
advances depending on the position and gait char-
acteristics of the participants. There are many other
possible interfaces for this system, tracking foot mo-
tion without requiring special footwear69 in immer-
sive virtual reality (VR) installations, identifying in-
dividuals based on the characteristics of their gait,70

etc.

Resonant tags

The different systems described in this paper are able
to locate and track activity at an intelligent surface.
They are unable to identify a particular object, how-
ever; e.g., determine which hand in particular is
sweeping against or tapping the wall, or which foot
is in contact with the floor. Some of the other ap-
plications, namely the electronic whiteboards men-
tioned earlier, require this feature, so they tag their
writing implements with bar codes,10 active IR sig-
natures,9 or passive magnetically coupled resonant
(e.g., LC) tags,71 which are enabled when the pen
presses against the surface of the board. In these sys-
tems, the resonance frequency determines the color
assigned to the marker, and an array of closely spaced
coils is used to locate the marker on the board. Re-
cent interactive board games72 have also embedded
resonant magnetic tags in the bases of their action
figures, enabling scores of them to be identified via
their resonant frequency when on the game board
and similarly tracked73 in real time with approxi-
mately millimeter accuracy across the board and with

lower resolution over a couple of inches in height.
Although some developers exploit resonant tags for
simple, single-tag identification (see Reference 8),
this application is already well-served by commer-
cial RFID (radio-frequency identification device) chip
systems,74 where many bits of digital identification
can be coded into a low-power integrated circuit that
is remotely energized and interrogated through a
pulse of magnetic or RF energy. The simpler, chip-
less resonant tags have advantages that empower
them for other applications, namely: (1) fast iden-
tification of a relatively small ensemble (circa 50) of
tagged objects, (2) the ability to read many at once
without introducing additional delay or interference,
(3) the simple extraction of proximity and orienta-
tion through the coupling strength detected at the
reader, (4) the ability to easily make the tag into a
sensor (see References 75, 76) by making the res-
onance properties vary with physical parameters, and
(5) their relatively low cost.

To explore responsive-surface applications that le-
verage these capabilities, we have developed a sim-
ple, swept-frequency resonant tag reader, as dia-
grammed in Figure 16 and introduced in References
77 and 78. The lineage of these devices derives from
early antishoplifting tag systems.79 Our reader is a
simple inductive bridge, with excitation swept be-
tween roughly 50 kHz and 300 kHz 30 times per sec-
ond. When a magnetically coupled resonance (LC tag
or magnetostrictor80) approaches the reader, it draws
energy from the 1-foot diameter search coil, momen-
tarily unbalancing the bridge and producing a blip
that is enhanced through filtering and digitized by
an onboard microcomputer that runs peak finding
code similar to that developed for the laser range-
finder described earlier. The resonance frequency,
resonance width, and integrated height of each de-
tected peak are sent to a host computer after every
sweep. The center frequency of each peak corre-
sponds to the tag’s ID. The maximum number of in-
dependent tags is dependent on the Q of the res-
onances and the breadth of the frequency sweep.
And, the integrated amplitude is a function of its dis-
tance and orientation, which are coupled for each
tag.

As noted in Figure 16, the sinusoid driving the reader
coils is derived from a simple analog voltage con-
trolled oscillator (VCO) rather than a more expen-
sive direct digital synthesizer (DDS). Because the VCO
is subject to slow frequency drift from changes in
temperature and environmental parameters, we pe-
riodically calibrate it against the microprocessor’s

Figure 15 The Magic Carpet installation, as set up in a
Media Lab elevator lobby
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clock by counting cycles across a fixed interval, in a
similar fashion to the way in which the micropro-
cessor-controlled analog music synthesizers of the
past decades were automatically tuned.81

Our application experiments with this tagging sys-
tem have been inspired by two disparate areas of in-
quiry: Hiroshi Ishii’s work with tangible bits82 (where
the dominant computer interface is realized by ac-
tual three-dimensional “tangible” objects rather than
today’s keyboard, mouse, and GUI) and John Zorn’s
musical performances of the early 1980s,83 where he
would improvise with a table strewn with different
physical objects, each of which could make interest-
ing acoustic sounds in various ways. Our work has
culminated in the Musical Trinkets system,84 where
we have embedded LC and magnetostrictor tags into
an ensemble of common objects (Figure 17), each
of which produces different musical and graphical

behavior when brought near a “smart table” contain-
ing the reader coil.

Only a single LC tag or magnetostrictor was embed-
ded in most of the objects of Figure 17, thus a res-
onance seen at a particular frequency indicates the
presence of the corresponding object. Two of the
tags, however, exploited wider variance in frequency
to enable additional degrees of control. In one of
these, the tag’s coil can be stretched or compressed
by the fingers while they are holding the tagged ob-
ject, causing a change in the inductance, hence, a
continuous shift in resonant frequency. This thus be-
comes a dual-parameter controller, with the reso-
nance amplitude a function of coupling strength
(therefore position and orientation) and the center
frequency determined by the shape of the coil (in
this case, amount of finger pull). Another is a cube
with three tags mounted along orthogonal axes, en-

Figure 16 Block diagram of the swept-frequency resonant tag reader
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abling distance and orientation to be inferred when
it is within the reader’s range. Figure 18 shows our
smallest tags, mounted on a set of plastic rings to
enable tracking of the fingertips. These rings could
be detected up to 8 inches from the search coil, and
their net coupling strength indicated the combined

proximity and orientation of each finger (the signal
is maximal when the ring coil’s axis is aligned with
the local magnetic field, which tends to run vertically
along the search coil’s axis). Larger coils were used
in the bigger objects, which could be detected more
than a foot from the search coil, giving a wide con-
tinuous range of sensitivity. Magnetostrictors were
also embedded in other objects. Using an antilog fre-
quency sweep enabled them to be detected well, since
they are very high-Q resonators at lower frequency
(50–100 kHz).

Figure 19 shows the tag reader’s typical analog out-
put (i.e., conditioned bridge unbalance vs the sweep
frequency). The top trace, being fairly flat, shows that
the bridge is well nulled in the absence of resonant
tags. The middle trace shows the bridge signal when
all four finger tags are introduced (these tags occupy
the highest frequency slots), while the lower trace
shows the sweep with a combination of different tags
near the reader. Figure 20A shows the prototype of
Musical Trinkets, with the reader, its coil, and var-
ious tagged objects. Figure 20B shows the final sys-
tem in action, with interactive “magic mirror” graph-
ics projected onto a rear screen mounted inside the
reader coil.

The musical mapping that we have developed to
work with these objects, as detailed in Reference 78,
runs on a personal computer and demonstrates sev-
eral new concepts in musical interaction. All of the
objects are “continuous” controllers, with the inten-
sity of their sound, effect, or attack depending on

Figure 18 Small LC tags built into rings for efficient,
wireless finger control

Figure 17 An ensemble of tagged objects used for the Musical Trinkets demonstration
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Figure 19 Analog tag reader response across a full-frequency sweep with different sets of tagged objects within range
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their distance and/or velocity. The rings work as a
virtual keyboard, playing notes with dynamics deter-
mined by the finger speed. The particular notes that
the rings play are chosen to harmonize with the back-
ground chord determined by the frog and two gob-
lins, which, when introduced into the reader, launch
musical triads, with the chosen chord dependent on
the combination of the objects that are present. The
cube plays a brass sound, with the pitch bending in
different ways with orientation. The pressure-tag
brings up a male choir when introduced, progres-
sively cross-fading into female choir sound when
squeezed. The dinosaur is a continuous pitch bender
for the background chords, the pig introduces vibrato
into the ring voices, the candy-corn changes the tim-
bre of the ring and background voices, and the pump-
kin plays a shimmering sequence, which grows
brighter as it approaches the reader. An eyeball con-
tains a multiaxis tag that adds a strong chorusing ef-
fect when introduced, varying with inclination. All
of these objects also launch and control related
graphical events, as seen in Figure 20B.

Another application of our tagging system has been
pursued by Ishii’s Tangible Media Group, who used
it for their musicBottles system, as shown at
SIGGRAPH 99.85 Here, LC tags in the necks of an en-
semble of bottles enabled individual bottles to be de-
tected and identified when placed on a table under
which the reader’s coil was mounted. The bottles’
stoppers contained embedded ferrite beads, which
acted as cores when the stopper was inserted, cor-
respondingly shifting the tag’s resonant frequency.
This shift, readily picked up by the tag reader, was
sent to the host computer, which promptly began
playing a corresponding musical track, in analogy to
the classic “message in a bottle.”

We are currently perfecting another application of
our tag reader,86 where we drive pairs of search coils
together that are aligned in a Hemholtz configura-
tion, producing a uniform magnetic field between
them. By enclosing a cubical volume within six coils
wound around the cube’s square sides and alternately
driving the three opposing pairs of coils, we obtain

Figure 20 Musical Trinkets demonstrations (A) with many tagged objects, prototype reader hardware and reader coil and
(B) in action with interactive graphics

(B)

(A)
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six magnetic loading measurements that allow us to
determine the position and absolute angle of any con-
tained tags that couple into all axes. This system has
many applications; e.g., ring-bearing fingers such as
in Figure 18 can be independently tracked for vir-
tual reality interactions without requiring a wired and
bulky glove, or, in an entirely different venue, a small
tag can be attached to a tumor on a patient receiv-
ing radiation therapy, allowing a tightly focused treat-
ment beam to dynamically track the patient’s invol-
untary movements (from breathing, etc.) and thus
deliver a more effective dose.

Conclusions and future developments

In this paper we have described several different tech-
niques for making surfaces interactive and opening
up new modes of computer-user interaction for re-
sponsive environments. Most of these methods have
little impact on the nature of the surface, and can
efficiently “retrofit” existing walls, floors, windows,
etc., with interactive capability. The application ex-
amples described in this paper are multimedia in na-
ture. Readers are encouraged to visit the Respon-
sive Environments Group’s project Web site,87 where
a comprehensive set of video clips is posted.

We are investigating the possibility of porting the
laser scanner hardware to miniature commercial bar-
code scanners, creating a much smaller package that
enables more applications. We are also looking at
different ways to interpret the data, such as dealing
effectively with multiple hands and occlusion.

New digital algorithms are being developed for the
tap tracker system to improve its performance and
extract more features from tapping on poorly char-
acterized surfaces. In addition to exploring new types
of interactive content for this interface, we are ex-
ploiting its scalability potential, where taps across
very large and dispersive glass panes can be tracked
by a small number of sensors at its periphery. Like-
wise, we are extending our calibration procedure and
detection electronics so the tracking algorithms can
easily adapt to panels with differing responses and
propagation characteristics.

Robust clustering algorithms or an efficient pixella-
tion strategy would make our piezoelectric floor use-
ful for several simultaneous people or a small crowd.

We are also exploring new techniques for tracking
the multiaxis position of our resonant tags accurately

across desktop-sized three-dimensional spaces for
new user interface and medical applications.
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