Turning pervasive
computing into
mediated spaces

With pervasive computing, we envision a future
in which computation becomes part of the
environment. The computer forms (workstation,
personal computer, personal digital assistant,
game player) through which we now relate to
computation will occupy only a small niche in
this new computational world. Our relationship to
pervasive computing will differ radically from our
current relationship they have with computers.
When computation becomes part of the
environment, most human-computer interaction
will be implicit, and it will have to take account
of physical space. Physical space rarely matters
in current human-computer interaction; but as
computational devices become part of furniture,
walls, and clothing, physical space becomes a
necessary consideration. First, more than one
person can occupy a space. Second, individuals
within the space are doing things other than
interacting with the computer: coming and going,
and perhaps most strikingly, interacting with
each other—not just with the computer. Finally,
physical space provides a sense of place:
individuals associate places with events and
recurrent activities.

The emerging relationship between people and
pervasive computation is sometimes idealized as
a “smart space”: the seamless integration of
people, computation, and physical reality. This
paper focuses on a particular kind of smart
space, the “mediated space,” in which the space
understands and participates in multiperson
interaction. Mediated spaces will expand human
capability by providing information management
within a context associated with that space. The
context will be created by recording interaction
within the space and by importing information
from the outside. Individuals will interact with the
space explicitly in order to retrieve and analyze
the information it contains, and implicitly by
adding to the context through their speech and
gesture. Achieving the vision of mediated spaces
will require progress in both behind-the-scenes
technology (how devices coordinate their
activities) and at-the-interface technology (how
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the space presents itself to people, and how the
space deals with multiperson interaction). This
paper explores the research challenges in both
of these areas, examining the behind-the-scenes
requirements of device or manifestation
description and context maintenance, as well as
the interface problems of metaphor and
understanding natural human-to-human spoken
interaction.

he pervasive computing revolution will surely

occur: computation will be embodied in things,
not computers. We can already put computation al-
most anywhere. Embedded computation controls
braking and acceleration in our cars, defines the ca-
pability of medical instruments, and runs virtually
all machinery. Hand-held devices (especially cell
phones and pagers) are commonplace; serious com-
putational wristwatches and other wearables are be-
coming practical; computational furniture and rooms
are demonstrable. Relentless progress in semicon-
ductor technology, low-power design, and wireless
technology will make embedded computation less
and less obtrusive. Computation is ready to disap-
pear into the environment.

But what will it all mean? The nature of our rela-
tionship to computation in its pervasive form will nec-
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essarily be different from our relationship to com-
putation in its current form. The first key difference
is the explicitness of the computational task. Pres-
ently people think in terms of performing explicit
tasks “on the computer”— creating documents, send-
ing e-mail, and so on. When computation is part of
the environment, this comfortable explicitness will

Implicit computation will be
available everywhere;
we need to figure out
how to interact with it.

disappear. Individuals will do whatever they normally
do: move around, use objects, see and talk to each
other. The computation in the environment may be
able to facilitate these actions, and individuals may
come to expect certain services, but they will usually
not be doing things “on the computer.”

We see the beginnings of this form of interaction with
existing embedded computers. For example, an au-
tomatic braking system engages when the driver per-
forms the normal action of pushing the brake pedal.
The “automatic” is significant: the computation is
implicit—braking simply works better (most of the
time) and we do not care how. Currently this form
of interaction is extremely limited. We allow it only
when our intent is unambiguous and when the com-
puter can clearly do the job better than we can. In
order to take advantage of pervasive computing, we
must be able to greatly expand this form of inter-
action. Implicit computation will be available every-
where; we need to figure out how to interact with
it.

A second key difference in the pervasive computing
world is the importance of physical space. Current
computers obviously occupy physical space, but this
is usually irrelevant. Apart from dealing with lim-
itations of “screen real estate” and ergonomic con-
siderations of head and hand positioning, most com-
puter interface design has nothing to do with physical
space. With very rare exceptions, conventional com-
puter interfaces are unaware of the presence, much
less the identity, of human beings.
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When computation is part of the environment, it will
be part of everyday physical space. This single shift
radically changes the relationship between humans
and computation—from a fairly static single-user lo-
cation-independent world to a dynamic multiperson
situated environment. First, pervasive computation
environments are necessarily dynamic with respect
to their human users. Individuals move around in
space, changing position and visual focus, coming and
going. Second, more than one person can occupy a
space. When more than one person is in a space, they
tend to interact with each other. Finally, the phys-
ical location of the computation—or more precisely
the interface to the computation—becomes relevant.
Computer users are currently encouraged to disas-
sociate computation from location: information is
available from any tap; “the network is the comput-
er.” While this is a valuable viewpoint that will cer-
tainly continue in the pervasive computing world, it
is based on the separation between computers and
real things. A computer is an artificial entity; it does
not matter very much where it is, especially in a net-
worked world. This is very different from a compu-
tational desk or conference room table, where the
interface is part of a specific spatial environment that
has other attributes and associations. Individuals as-
sociate places with events (“you were sitting right
there when I told you that”) and recurrent activities
(the conference room, my office, my favorite store
for children’s clothing).

Smart spaces

The relationship between people and pervasive com-
putation that ought to come into being is a seamless
integration of people, computation, and physical re-
ality: a “smart space.” The concept of a smart space
has a long history in computer science. In the early
1960s Doug Engelbart at Stanford Research Insti-
tute (now SRI International) was exploring the con-
cepts of human-computer systems that could aug-
ment human capability, especially humans working
in groups.! Although this work is most famous for
the mouse interface, its primary contribution is prob-
ably the “smart space” vision that still informs the
research community. The “Media Room” project de-
veloped by the MIT (Massachusetts Institute of Tech-
nology) Architecture Machine Group in the mid-
1970s? explored the concept of users interacting with
room-sized computational environments. The result
was a new human-computer interface based on the
combination of speech and gesture input, and text
and graphics output.
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A decade later, Mark Weiser and his colleagues at
Xerox PARC (Palo Alto Research Center)* were in-
vestigating a different paradigm in which spaces con-
sist of invisibly computational objects, objects that
embody computational extensions of their originals
(smart Post-it** notes, badges, pads, etc.). People
perform tasks primarily through interaction with
these smart devices as they move through their day.
Unlike the Media Room concept, explicit interac-
tion with the computer is meant to be minimal to
nonexistent. In the “ubiquitous computing” world
envisioned by Weiser, people interact with compu-
tational entities pretty much the way they interact
with physical entities, not the way they interact with
other people.

As the technology of pervasive computing has im-
proved, research in this area has flourished, produc-
ing significant interactive environments based on
these earlier concepts. For example, Michael Coen’s
“Intelligent Room”* and more recent “Hal”’ are in-
tellectual descendants of the Media Room; both are
conference rooms that track the people in them and
understand commands as combinations of speech
and gesture input. The goal is to expand the bound-
aries of human-computer interaction, moving toward
human-human or even human-superhuman interac-
tion patterns between people and computers. The
MIT Media Lab’s “Things That Think” project®
shares much of the heritage of ubiquitous comput-
ing. The “Smart Rooms” of Sandy Pentland and col-
leagues’ have a similar point of departure, but
additionally create complex three-dimensional
information environments that make use of human
spatial reasoning capability. Smart Rooms, and Pent-
land and Liu’s “Smart Car,”® also focus on inferring
human intentions through their actions in order to
provide enhanced interaction. The “Tangible Bits”
approach of Hiroshi Ishii et al.® pushes still further
on the boundaries of human-computer interaction,
following the ubiquitous computing paradigm into
physical and ambient interfaces.

These smart-space approaches are about humans
dealing directly (even if implicitly) with computers
to accomplish tasks. They mostly ignore the inter-
personal interactions of people in the space, e.g., “in
general, the room ignores spoken utterances from
the lapel microphones not specifically directed to
it.”* This is an important simplifying assumption that
makes implementation tractable, but it also defines
the smartness of the space in terms of human-com-
puter interaction: the capability of the space to un-
derstand what people are trying to tell it.
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The focus here is different. Individuals in smart
spaces will interact with each other, not just with, or
even primarily with, the space.' T use the term “me-
diated space” to refer to smart spaces in which in-
terpersonal interaction is the primary activity of the
people in the space.

The mediated spaces vision

Mediated spaces will enhance human activities by
enhancing the interaction of people in the space. For
example, almost all complex artifacts are designed
by groups, and group design requires group inter-
action. A design session is a meeting of a team to
work on a design. Usually it is an informal interac-
tion in which design problems and solutions are
raised and discussed, often resulting in a decision.
The goal is to extend or correct the group’s shared
representation of the design. This shared represen-
tation is partly on paper, partly in the minds of the
participants, and, increasingly, partly in computer
software. But even with digital desks and smart of-
fices, even with the great advances in computer-aided
design software and the computer form factors that
allow it to play a role in design sessions, much of the
information in a design session is lost. The interper-
sonal interaction that takes place during the session
does not make it into the updated design represen-
tation. This information, including the rationale for
decisions and the alternatives that were discussed,
is only incompletely and briefly remembered by the
participants and is not available at all to nonpartic-
ipants.

In amediated design session, the computational envi-
ronment incorporates the information contained in
the speech and gestures of the participants into the
shared design representation. The mediated space
in this case is a smart conference room like the In-
telligent Room. The room’s paraphernalia might in-
clude a smart whiteboard, people tracking cameras
and microphones, and so on.** Designers may en-
ter the room with personal notepads or other com-
putational devices that contain information about the
design (see mock-up in Figure 1). As designers dis-
cuss and argue about the design, they point to im-
ages on paper or embodied in the computer-aided
design (CAD) software of their notepads, worksta-
tions, or other displays. The difference is that the me-
diated space is focused on the participants’ interac-
tion with one another, not just with the devices in
the space.
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Figure 1  Design session in a mediated space

The role of the mediated space is to incorporate in-
terpersonal interaction into the design representa-
tion. The goal is not to simply record everything that
was said,'! but to represent relevant information in
relevant places in the design representation. The
space takes a proactive role, suggesting relevant in-
formation from outside the session, including other
designs it knows, along with ancillary information
from the company’s intranet and the Web. It pro-
actively detects inconsistencies with both the current
design (“that conflicts with an earlier decision”) and
the other designs it knows (“these similar designs had
a higher power budget”).'>"* The result is an en-
hanced design experience, guided by the space’s un-
derstanding ofthe current and previous sessions, and
an enhanced design representation that incorporates
rationale and alternatives.

Another mediated space example is the classroom-
and-home educational environment (Figure 2).
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Classrooms have an interesting characteristic: gen-
erations of students learn much the same material
in them year after year. Yearafter year teachers find

ways to address the highly individual insights and
learning gaps of their students. Mediated spaces of-
fer an opportunity to enhance the learning experi-

ence by expanding access to the interaction of stu-

dents with each other and with teachers. Again, this

must go beyond recording and playback. The space

needs to be proactive in suggesting relevant infor-

mation and pedagogical approaches based on pre-

vious experiences in this and other classrooms, on
information from the Web,etc. '*!* Aparticular stu-

dent interaction pattern cues the space to guide the

teacher to pedagogical scenarios that worked in sim-

ilar situations. Students can “look ahead” or review
learning interactions from their class or others.

Whenschool is over, the students go homewith their
individual notepads, turning the dinner table (for at
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Figure 2 Mediated classroom-and-home educational environment

least part of the time) into an extended mediated
classroom. The notepad can interact with other de-
vices in the home, or simply use its own audiovisual
capabilities. The usual dinner table discussion of
“what we learned today” is enhanced by the context
of the student’s interactions during the day, perhaps
annotated by the teacher during class. Parents’ and
siblings’ comments are integrated into the lesson plan
and brought back to school to be shared with oth-
ers.

Mediated spaces, like any smart spaces, can consist
of multiple physical environments. They can be pre-
planned mediation rooms or impromptu settings, like
the mealtime table. The main point is that the space
must deal with interpersonal interaction in order to
provide benefit. People may interact directly with the
space, but usually they are sharing information with
and learning from each other. The space can enhance
the experience, but interacting with it is not the goal
of the participants.

This is a lofty vision. Mediated spaces must under-
stand enough of speech, gesture, and personal de-
vice intercommunication to update representations
and provide useful proactive information and con-
sistency checking. The space must identify and track
speakers so that it will know who is saying what to
whom, identify references to objects and images in
the room, and detect and follow topics in an ongo-
ing conversation.
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The technology required to implement mediated
spaces can be divided into two categories:

* Behind the scenes (how the devices in the space co-
ordinate their activities to support mediated inter-
action). A mediated space is a collection of com-
putational devices—a dynamic collection due to
the movement of people and things. Putting com-
putational devices into a space does not make it
amediated space. Mediation is mostly about com-
munication and coordination. To achieve the me-
diated space vision, these devices must do a great
deal of work behind the scenes when the space is
created and continuously during operation of the
space.

* At the interface (how the space presents itself to
people, and how the space understands human in-
teraction). Participants require a way to think
about and form expectations of a smart space: an
interaction metaphor. Within the metaphor, peo-
ple need to use the devices in the space without
being explicitly aware of them. The space, in turn,
must have the ability to understand and use enough
of the multiperson interaction, particularly the
spoken dialog, to enhance the participants’ expe-
rience.

This paper explores some of the challenges in both
of these categories.
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Behind the scenes

Behind-the-scenes technology for mediated spaces
addresses the issues of how the computational as-
pects of the space (the devices and the computations
they perform) collectively support multiperson in-
teraction. First, mediated spaces must maintain a de-
scription of the devices and their manifestations. The
interaction of individuals in the space to some ex-
tent involves these devices and their input/output
manifestations, e.g., a diagram displayed on a board
by CAD software. Second, as their primary output,
mediated spaces must build and continuously update
a context that integrates what individuals are talk-
ing about and doing in the space with whatever com-
putational representations exist in the devices of the
space.

Device and manifestation description. Mediated
spaces are situated collections of devices, which
means that the role of any device depends not only
on its own characteristics, but also on its situation.
The situation of a device, in turn, depends on the
individuals and the other devices in the space at the
time, and the tasks the individuals are performing.
The set of individuals and devices may change, ei-
ther because devices enter or leave the space, or be-
cause devices within the space go in and out of op-
erational readiness. Even the concept of space is
situated, i.e., the boundaries of the mediated space
may change because it is appropriate to use more
time or power to interact with a larger set of devices
in some situations.

The space must understand its devices and their sit-
uation, in particular the computations they are per-
forming, in order to understand what individuals in
the space are saying. One of the most powerful fea-
tures of human communication is the ability to re-
fer to objects and events without explicitly naming
them. A mediated space attempting to understand
human interaction must be able to interpret refer-
ring expressions, including pronouns and definite de-
scriptions (e.g., “the hot junction™). This is a much
studied topic'® that goes far beyond mediated spaces.
But mediated spaces do introduce new forms of ref-
erence and must provide the infrastructure for in-
terpreting them. Devices and computations have to
be described as real-world physical objects and con-
cepts in order to support references.

One important class of references is based on loca-
tion and the physicality of space. Mediated spaces
must have descriptions of devices and their
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input/output manifestations that support such phys-
ical references. The space needs to know which de-
vices are inside or outside the space and which dis-
played information is in the direction the speaker is
pointing to, or to the left or right. References of the
form “every display in this space” or “everything in
use in the kitchen” need to be resolved into the iden-
tifiers for a particular set of devices.

Currently, the only location description of most com-
putational devices is their network address. The net-
work-address reference scheme is hierarchical, based
on abstract concepts like “domain.” In this scheme,
computers can be addressed as groups, but these
groups may or may not be associated with physical
spaces. The latest version of the Internet Protocol "’
provides the capability for an almost unlimited num-
ber of unique network addresses, but having a name
space is not the same thing as having a reference
scheme. The Internet community is also working on
reference schemes to handle some aspects of chang-
ing location.'®!"” Again, these are changes in virtual
location. Internet-style addressing is entirely appro-
priate—even advantageous—for the virtual world
of networks. From a mediated space perspective,
these protocols address the issues that arise when
moving from one mediated space to another, e.g.,
the need to disconnect from one network host and
reconnect to another. They do not address the is-
sues of changes in actual physical location that arise
when individuals move within a space, change the
direction of their gaze, or come and go with their
personal devices.

References go beyond location and dimension, re-
quiring the space to have other knowledge of the
properties of physical objects. Some references de-
pend on characteristics like physical possession, as
in “Tom’s notepad.” Other references depend on the
device and its manifestations, e.g., “the board that
is showing the map.” Still others will be references
to just the manifestations. For example, a person in
amediated design session may circle part of a draw-
ing on his or her notepad, gesture toward a wall dis-
play and say “this part of the design is critical to the
heat dissipation at this point.” The speech recognizer
needs to resolve the referent of the phrase “this part
of the design” by looking for a design object that is
salient for the speaker.?’ Something in the mediated
space must know that salience can be indicated by
notebook gestures. There must also be knowledge
that the circled drawing represents a design object.
Resolution of “at this point” requires similar knowl-
edge.
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This kind of interaction can work only if the space
has appropriate descriptions of devices and their
manifestations. Mediated spaces must represent de-
vices as real-world objects that come and go, move
around, and change possession. Device manifesta-
tions must be represented in terms of real-world im-
ages, sounds, or touch. The beginnings of what is nec-
essary for a descriptive framework can be found in
efforts like the Open Agent Architecture (OAA) work
at SRI.?"** Each device is represented by an agent
(or set of agents) in the system. The agent’s capa-
bilities, including the manifestations it can produce,
are described in Inter-agent Communication Lan-
guage (ICL).?! User interactions are interpreted by
the cooperation of multiple, autonomous agents.

OAA has been used in several flexible multimodal,
multidevice systems, for example in a multimodal
map application in which users interact with maps
via speech, pen strokes, and keyboard.* The capa-
bility of each device and system software component
is described as an agent in ICL and registered with
the system. When the user speaks an utterance like
“show photo of the hotel,” the ICL descriptions are
used to (simultaneously) trigger relevant agents to
handle the user’s interaction. A natural-language
agent provides a list of the most recently mentioned
hotels; device agents report relevant pen gestures
(circling or pointing to a hotel icon); a user-inter-
face agent reports which hotels are currently being
displayed. Higher-level meta-agents then adjudicate
the response (e.g., preferring a circled icon as the
referent of “the hotel”).

An intriguing mediated space device/ manifestation
description problem is the combination of new kinds
of physical manipulation with verbal reference. Smart
spaces introduce the capability of touching, moving,
or otherwise manipulating smart objects in order to
express intent—indeed this is the thrust of much of
the previously cited human-computer interface work
by Pentland” and especially Ishii and Ullmer.® This
is quite different from gesture, a human-human in-
teraction that is simply being recognized in the space.
Here people manipulate objects in computationally
meaningful ways. For example, moving a phicon
(physical icon) on a map in the Tangible Geospace
system’ leads to changes in the information dis-
played. This kind of manipulation is a new kind of
manifestation that must be described to the medi-
ated space behind the scenes so that it can become
part of the discourse, just like an utterance or ges-
ture.
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Context creation and maintenance. Context is the
representation of the information that is relevant to
the individuals and devices within the space. The con-
text must be a composition of relevant information:
a mere collection of information is of lower value.
One reason is ease of access. A context that repre-
sents just the recorded interaction in the space is of
lower value than one that represents indexed re-
corded interaction, which is in turn of lower value
than one that represents summarized interaction or-
ganized into a structure. In a design session, the in-
teraction of the participants contains a great deal of
useful information, but watching and listening to it
after the fact would be tedious indeed— designs can
go on for months or years. Better would be the abil-
ity to go directly to specific segments of recorded ma-
terial. The more flexible the access mechanism (e.g.,
by topic rather than by specific words) the better.
Better still would be the ability to access a summary
of the interaction: a coherent representation of the
design as a structure of decisions and their rationale.

Another reason that the context must be a compo-
sition of relevant information is that it must guide
the computational understanding of further inter-
action in the space. Like humans, computational rea-
soning systems cannot understand things out of con-
text. They need a representation of what has gone
before in order to interpret utterances and gesture.
The representation must encode information in a
way that supports inferential reasoning: describing
the meaning of the words and gestures in symbolic
form, and statistical reasoning: describing the infor-
mation in terms of features that can be used to dis-
cover and predict patterns.*

Finally, the context must be a composite of the rel-
evant information, so that it can be used to guide
mediated-space participants in performing their
tasks. In the mediated design session vision described
earlier, the space helps designers by finding relevant
information outside of the space, looking for con-
flicts with earlier decisions, and so on. This requires
a representation of the interaction in the space that
can be related to the representation in the CAD soft-
ware (or in the case of a classroom, to the lesson

plan).

Examples of this kind of contextual representation
can be found in systems like Cosmos'? and PACT, '
which provided design support based on reasoning
about symbolic representations linked to CAD soft-
ware. These systems supported multidesigner inter-
action by informing design team members of the im-
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Figure 3 A Cosmos context visualization. Nodes show design elements represented in CAD tools. Lines between
nodes show constraints. The red line shows a constraint violation. The diagram is a visualization of the
design factors that have bearing on the maximum acceptable stress for the strut.
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pact of decisions being made by other team members.
Determining the impact required analysis by mul-
tiple underlying CAD systems, reasoning in terms of
known constraints, and propagation of information
depending on known responsibilities of the partic-
ipants. For example, in the mechanical design do-
main of Cosmos, a designer might introduce a change
in the design of a device to give it a faster reaction
speed. This change would be accomplished in terms
of the designer’s CAD system (i.e., the designer would
alter a diagram, change parameters, etc.). This
change would trigger qualitative reasoning using
Cosmos’s model of the design domain, in this case
a model of how forces affect objects of different
shapes and materials. Based on the results of this
reasoning, Cosmos would provide feedback to the
original designer, and to other designers whose work
would be affected. A key feature of the Cosmos sys-
tem is that the information fed back to the original
designer and shared with others is a visual represen-
tation of the context that shows the impact of the
proposed decision on the design—not just a state-
ment of the decision (see Figure 3).

Neither Cosmos nor PACT supported direct multi-
person interaction in the sense of a mediated space
(they were both based on designers interacting only
through their CAD systems). But these systems do
illustrate the kind of contextual framework that is

684 MARK

required for mediated spaces. It is a composite rep-
resentation that encodes the current and relevant
past states of the design in a form that enables the
system to communicate with designers in terms of
the actual design. Most important for us here, it is
a framework that can organize the space’s interpre-
tation of human-human interaction within the space.
For example, the space can reason about how infor-
mation from a dialog about maximum stress relates
to other information about the design.

This contextual framework clearly depends on the
application domain of the space. Again, like humans,
mediated spaces will not be able to understand very
much of a conversation unless they start from a pre-
built contextual framework. This is not to say that
each space will have or can have its own idiosyncratic
conceptual framework. It is imperative that medi-
ated-space frameworks be based on common ontol-
ogies.” If every mediated space and every task within
the space comes with its own ad hoc content frame-
work, mediated interaction would be nearly impos-
sible within a space, much less among different
spaces.

Mediated spaces must therefore be based on con-
text representations that support reasoning about the
human-human interaction in the space. These rep-
resentations must also support the continuous com-
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position of information gained from interpreting new
interactions. Finally, the representations must en-
compass relevant information in the underlying com-
putational environment (e.g., CAD or educational
software). Creating these representations is certainly
a significant research challenge, but the foundations
are present in systems that explicitly represent com-
posite interaction information and in the growing set
of core ontologies.

At the interface

The mediated spaces vision changes the whole mean-
ing of the human-computer interface. Currently the
interface means the special physical setup we use to
deal with the computational world: screen, keyboard,
microphone, gloves, headgear. The mediated space
is a complete contrast: there is no interface in this
sense. Participants do what they normally do—speak
and gesture—and the mediated space simply under-
stands them. At least that is the vision.

Turning the vision into reality will require signifi-
cant research progress. Speech clearly becomes a key
interface. Recent advances in speech technology
have made some over-the-telephone and dictation
applications practical. But understanding multiper-
son casual (or “natural”) speech remains a difficult
research endeavor. Understanding casual speech re-
quires significant use of the contextual knowledge
described in the previous section. Gesture recogni-
tion becomes important because gesture is an inte-
gral part of natural speech. The multiperson envi-
ronment also raises the requirement for speaker
tracking—who is saying what to whom.

But before turning to the issues of multiperson in-
teraction, we need to examine the issue of metaphor.
If participants use the devices in the mediated space
without being aware of an interface, what are they
aware of? How do they think about the mediated
space?

Metaphor and metaphor evolution. In Metaphors We
Live By, Lakoff and Johnson describe the role of met-
aphor in “the coherent structuring of experience”?
(see Chapter 15). The importance of metaphor for
structuring the experience of the human-computer
interface has long been recognized, but determin-
ing metaphors for mediated spaces brings up a new
set of issues.

Interface metaphors can be thought of in terms of
three broad categories—with the understanding that
there is some overlap among them:
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* Inherited (e.g., brake pedal)—a computational en-
hancement of a physical object that presents in the
same (or nearly the same) form as that object.
Users think of the enhanced physical object in
much the same way they think of the preenhanced
original.

e Projected (e.g., the “desktop” interface)—an ex-
plicitly computational environment based on some
aspects of physical reality. This is what most peo-
ple mean by an interface metaphor: users know
that they are interacting in a computational (or
“virtual”) world; the metaphor helps them to learn
and understand the workings of that virtual world.
The desktop interface (i.e., a computer screen with
certain icons governed by certain rules of behav-
ior) would never be confused with a physical desk-
top. Nonetheless, people can use the physical desk-
top as a metaphor for thinking about how to
transfer activities (arranging documents, filing,
etc.) from their physical office world to the virtual
desktop world. Liddle points out? that “the crit-
ically important role of these metaphors [spread-
sheets or desktops] was as abstractions that users
could then relate to their jobs.”

* Created (e.g., Tangible Bits, some video games)—
Lakoff and Johnson also discuss® (see Chapter 21)
the role of “metaphors that are outside our con-
ventional conceptual system, metaphors that are
imaginative and creative. Such metaphors are ca-
pable of giving us a new understanding of our expe-
rience.” Computation can be used to create worlds
that are outside our conventional conceptual sys-
tem, but that are understood by users in terms of
a new synthesis of known concepts. For example,
the Tangible Geospace’ creates a new metaphor
in which users navigate electronic map displays by
manipulating physical models of recognizable land-
marks on top of the display.

Smart objects rely on inherited metaphors. The in-
terface metaphor for an automatic braking system
is the usual brake pedal. A smart shopping list on
a refrigerator door might be able to update itself
based on information about what is in (and not in)
the refrigerator. But it will look like a shopping list,
and most important, be thought of in terms of the
shopping list metaphor. Its functional enhancement
over a standard shopping list is a straightforward ex-
trapolation of physical reality, well within the shop-
ping list metaphor: instead of a person updating the
list, the list updates itself. Notepad computers (e.g.,
PalmPilot**) may use projected metaphors to im-
plement their explicit computational functions (e.g.,
calendar, address book), but their primary metaphor
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is clearly inherited: they are meant to look like and
be thought of as physical notepads.

Augmented reality” blends inherited and projected
metaphors. The DigitalDesk “makes the desk more
like a workstation.”? The desk becomes a smart ob-
ject by incorporating features of the desktop met-
aphor into the physical reality of using a desk. Digi-
talDesk users can “drag and drop” images from
paper by physically selecting them on the paper, mov-
ing them to other areas of the paper, and finally plac-

Mediated spaces are physical
spaces, and their focus is on
the interpersonal interaction

of the participants within them.

ing them—all mediated electronically. The actions
make perfect sense to individuals who understand
them in terms of the drag-and-drop desktop met-
aphor. Another example of augmented reality is us-
ing projected metaphors from CAD software to help
repair physical objects, in this case literally project-
ing CAD diagrams onto physical pieces of equipment.
The repairman’s smart visor creates a new interface
to the piece of equipment, based on the metaphors
of CAD drawing.

Smart virtual environments rely on projected meta-
phors. For example, a smart desktop could be un-
derstood through a “personal assistant” metaphor,
aprojected metaphor that is well established for soft-
ware agents.* This works well as a projection: the
computational environment can create a represen-
tation of the assistant, perhaps an avatar that has an
assistant-like appearance, to reify the metaphor. The
avatar can show its reaction to an interaction (a quiz-
zical look, nod of the head, or verbal response) to
indicate that it cannot understand, has understood
and can perform the task, and so on.

But mediated spaces are real physical spaces, and
their focus is on the interpersonal interaction of the
participants within them. Real physical spaces do not
do anything when individuals interact in them. What
would be a metaphor for a space that performs func-
tions? A mediated office space might perform per-
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sonal assistant functions, but it is not clear that “per-
sonal assistant” is the appropriate metaphor. Any
metaphor emphasizes some characteristics and de-
emphasizes others. The personal assistant metaphor
gives users an idea of the functions they can expect,
and provides an interaction model (the personal as-
sistant can be given requests, will acknowledge and
respond to requests, may anticipate requests and per-
form them without being asked, etc.). However, this
metaphor captures nothing of the physicality and
dynamics of a smart space. The space is smart be-
cause of the interaction of the notepads, desks, and
displays interacting with the people who are inter-
acting in the space. People are talking to each other,
not to an avatar. Unlike the virtual world, in which
the metaphor can be projected onto an avatar or even
generically onto “the computer,” the mediated space
is not a virtual world to be populated with avatars,
and there is no computer in evidence.

An interesting contrast can be seen in the work of
Nagao and Takeuchi at Sony Corporation’s Com-
puter Science Laboratory.'® They focus on making
the computer a participant in a multiperson conver-
sation. This research clearly shares with mediated
spaces the fundamental challenge of understanding
multiperson interaction. But the interaction meta-
phor is very different. In the work at Sony, the com-
puter is an explicit conversational participant, met-
aphorically another person in the room. The avatar
is a very natural representation of this metaphor, es-
pecially when the avatar closely models the reactions
of the human face, as in their work. There is no no-
tion of contextually enhancing the multiperson in-
teraction, and no notion of interacting with a space.

(Sane) individuals do not talk to real physical spaces
and expect them to respond. How does the space
show its reaction to an interaction or notify users that
it has performed a task? How does the space know
that someone is talking to it? Science fiction authors
have imagined a future in which humans interact ex-
plicitly with an anthropomorphic computer that con-
trols a space. This genius loci may have a name and
personality (like the infamous HAL 9000 of the movie
2001: A Space Odyssey**) or have a more neutral pres-
ence (like the ship-wide computational environment
addressed as “Computer” in the movie Star Trek™>).
The space has superhuman interaction skills. Per-
sons in the space assume that all of their interactions
with each other are understood, and that all of their
interactions with the computer are properly inter-
preted and dealt with.
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The near-term reality of mediated spaces will be
much different (see next section), but the science-
fiction portrayal of mediated spaces is so well known
that it can itself be a viable metaphor. Indeed, the
Intelligent Room refers to and uses the Star Trek
metaphor explicitly: users say “Computer” when they
wish to address the room.* Of course, this taps only
a small part of the metaphor. The rest of it, in which
the room understands what individuals are saying
to each other and helps them by displaying infor-
mation and talking, is yet to be realized (by anyone).
Nonetheless, one possibility is that individuals will
become comfortable with godlike metaphors for me-
diated spaces.

Another possibility is that a mediated space meta-
phor will evolve as an extension of smart object met-
aphors—from a smart shopping list that manages it-
self, to a smart refrigerator that manages the larder,
to a mediated kitchen that manages the family’s
meals. The “horseless carriage” metaphor could
evolve into the driverless or “smart” car. A dimen-
sion of this evolution is the ceding of responsibility.
The smart shopping list starts out as a straightfor-
ward inherited metaphor from the real shopping list.
The smart refrigerator is a conceptually easy next
step. From there, the “momless” kitchen seems com-
prehensible. As more responsibility is ceded, the in-
heritance expands to encompass more and more
physical reality—perhaps the entire space. In short,
while there are no metaphors now for active spaces,
they may evolve.

There is a story of a British lord who was staying for
the weekend at a country house. On his first morn-
ing he complained mildly to his host that his “tooth-
brush did not foam.” It seems that the lord did not
realize that his usual valet had sprinkled tooth pow-
der on his brush every day of his life. From our point
of view, the apocryphal lord had ceded responsibil-
ity to his valet to the extent that he was unaware of
the “apply tooth powder” task. The lord, of course,
was not even aware of that; from his point of view,
toothbrushes simply foamed.

In the modern world, the British lord might have
been right in the first place. “Valetless” toothbrushes
that automatically dispense dentifrice are quite con-
ceivable. Similarly, from a future historical viewpoint,
humans will be seen as having ceded more and more
responsibility to mediated spaces. But from the point
of view of the participants interacting in future me-
diated spaces, things simply work that way. Talking
to rooms or nodding to refrigerators will seem en-
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tirely natural. The metaphors of the past will seem
quaint: whoever thinks of a car as a horseless car-
riage?

The problem for interface researchers is to develop
the appropriate metaphors to guide people along the
way. Mediated space capability will be very limited
for many years to come. The metaphors need to help
individuals create and maintain the appropriate no-
tion of the partial competence of the space, espe-
cially when it comes to dealing with multiperson
speech and gesture.

Multiperson speech and gesture. When individuals
come together in the same physical space, they talk
to each other. They also gesture, look at their in-
terlocutors, and change their body positions—usu-
ally as an essential part of their speech communi-
cation. In some mediated spaces, participants will
also interact directly with computational devices
(touch screens, phicons, etc.). But speech will be the
main form of interaction for most individuals and most
spaces, and direct device interaction will have to be
integrated with speech. Understanding and incorpo-
rating multiperson speech and gesture is what is fun-
damentally new about mediated space interaction.

Speech is “in.” The last several years have seen the
mainstreaming of speech recognition technology, for
both over-the-telephone dialog and dictation appli-
cations.* This speech technology represents a stun-
ning achievement based on years of research—but
it is very limited. Much of it is restricted to (single)
human-to-computer interaction. There are many dif-
ferences between human-computer and human-hu-
man interaction: when individuals talk to each other
in all but the most formal settings, they have con-
versations. They use “casual speech,” with all of its
ellipses, disfluencies, and topic changes. They talk
at the same time, especially if there are more than
three individuals in the space.

The challenges are daunting—but this is not to say
that we cannot progress until we achieve the entire
solution. Key tenets of an approach to making evo-
lutionary progress are:

* Incorporate available background information

* Use partial understanding technologies

¢ Use all of the interaction information in the space
(spoken and visual)

We commonly observe that it is extremely difficult
to understand what someone is saying unless we
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know what he or she is talking about. Our under-
standing of speech relies heavily on our knowledge
of context. As mentioned earlier, contexts in medi-
ated spaces play a critical role in informing the in-
teraction-understanding system of what to expect and
how to map utterances into the evolving represen-
tation. For example, a Cosmos-like context of de-
sign knowledge can be used as the basis for deter-
mining word meaning, modeling dialog, and
resolving references.

The problem, as researchers in artificial intelligence
have long known, is that it requires a great deal of
detailed knowledge to really understand what speak-
ers are saying. Decades of work have gone into un-
derstanding the structure of dialog and its relation
to the task being performed by the speakers. The
result is a considerable body of theory and exper-
imental testing (see Grosz et al.'® and Cole et al.,*
Chapter 6). The long-term future of fully cognizant
mediated spaces will undoubtedly be based on this
work.

In the meantime, an interesting approach to incor-
porating contextual knowledge is to set the goal at
only partial understanding of the information. In-
formation extraction aims to understand key ele-
ments of—not necessarily all of—verbal informa-
tion.* It has been applied to dialog in the MIMI
system.* MIMI has been tested on conference room
reservation tasks, for dialogs between a person who
wants to reserve a room and the person who keeps
the reservations for that room. The goal is not to
completely understand the dialog, but to extract the
“key” information: that the room has been booked
(or canceled) for a particular day and time.

To give an idea of the performance of such systems,
MIMI is reasonably successful in extracting the key
information from restricted dialogs involving a sin-
gle room reservation (recall 82.5 percent, precision
90 percent). The dialogs are “restricted” in that the
utterance units are separated by a clear pause or by
a change in speakers. When MIMI is used on unre-
stricted dialogs in which the speaker can make mul-
tiple reservations and in which disfluencies can be
present, performance falls (recall 56.4 percent, pre-
cision 62.6 percent).

A reasonable near-term goal (that still requires sig-
nificant further research) is a mediated space that
uses information extraction techniques to map spo-
ken interaction into an externally provided context
like that in Cosmos. The space will not understand
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everything that is being said, but it will greatly en-
hance the interaction of the individuals in the space by
representing the information they generate in a com-
posite framework that can be queried and displayed,
and that can provide guidance for future interaction.

In addition to explicit context, another source of
background information is the spoken utterances
themselves. Besides being used to create and tune
speech recognizers, these kinds of data have been
used in statistical language modeling for dialog un-
derstanding, e.g., to predict the next element of a
dialog.*”* This approach has also been applied to
handling casual speech effects, for example, in mod-
eling and repairing disfluencies.*~* Using these
techniques, recognition and language models will be
constantly improving as more and more spoken data
are collected in mediated spaces.

Understanding spoken interaction in mediated
spaces will require the combination of all of these
mechanisms for exploiting background information.
In addition, mediated spaces offer the opportunity
to add new sources of “foreground” information: the
information that can be gleaned not only from mi-
crophones, but also from cameras and other sensors
in the space. Speakers use prosody to inform others
that they are about to finish speaking, but they also
rely on gesture to give these cues. Gesture (lip move-
ment, nodding, eye contact, change in body position)
is also used to indicate desire to speak. Finally, what
speakers say and how they say it is influenced by their
visual perception of others. Gaze direction, eye con-
tact, and head movement are strong indicators of at-
tention and agreement or disagreement.

The combination of this kind of information with
speech information will facilitate the understanding
of interaction in mediated spaces. For example, there
is fundamental work in using speech recognition
technology to separate multiple speakers in the same
environment;** the capability remains quite rudi-
mentary. But there is progress in tasks like face lo-
cation (finding the position and scale of faces in a
complex image), head direction, and gaze track-
ing ! that can be applied to the problem of speaker
separation. Individuals certainly use the information
they gain from observing the lips of other speakers
(note how disconcerting it is to watch videos in which
actors’ lips are out of sync). Lip tracking, > the foun-
dation for building this computational capability, is
an active research topic.
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Another example is topic tracking. Following the
threads of a conversation is essential to understand-
ing multiperson speech. Conversations move among
different topics, even within a focused task. Conclu-
sions about a topic may follow after several inter-
vening topics have been discussed. One or more
speakers may not “get their say” on a particular topic,
which is often an important fact for mediation and
decision making. Enumerating all of the topics may
be important for later information extraction (“what
did we talk about in that meeting?”), and so on. Topic
tracking involves the integration of human-human
dialog models (how language is used to signal topic
changes), speech recognition (how prosody is used
to signal topic changes), and visual recognition (how
gesture is used to signal topic changes). It is unlikely
that adequate solutions to the topic-tracking prob-
lem can be built without integrating all of these
sources.

Finally, there is speaker tracking—following who is
talking. Again this requires a combination of signal-
level technologies, in this case speaker separation,
speaker identification, and vision-based tracking of
individuals.™ An overall mediated space speech un-
derstanding environment must integrate topic track-
ing and speaker tracking to determine who is saying
what to whom.

We can expect mediated spaces to start with topic-
based information extraction and move along a path
toward more complete understanding. As more and
more interpersonal interaction data become avail-
able, statistical language modeling will contribute to
the creation of robust and adaptable language and
dialog models for mediated space interaction. Com-
bining foreground information and using it in con-
junction with background information is a research
problem in itself—not simply a matter of agglom-
erating the technologies. Nonetheless, speech rec-
ognition techniques are currently being combined
with the visual and haptic information available in
mediated spaces. In summary, there is an evolution-
ary path toward multiperson speech and gesture un-
derstanding for mediated spaces.

Conclusions

This is a paper about point of view and hard prob-
lems. The point of view is that mediated space re-
quires a computational environment that deals with
the realities of physical space and multiperson in-
teraction. The hard problems arise directly from that
point of view. What is needed are:
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* Descriptive schemes that treat devices and their
manifestations as real-world objects, images,
sounds, and sensations

* Representation of enough contextual knowledge
to allow mediated spaces to at least partially un-
derstand and organize human-human interaction

* Creation of metaphors that help people interact
with computation invisibly embedded in space

¢ Understanding of the way people communicate
with each other in terms of speech and gesture

The solutions to these problems will begin to emerge
over the next decade or two. A key question for re-
searchers is: what will mediated spaces be like dur-
ing the evolution of these solutions?

Mediated space evolution must be managed. Spaces
must provide useful, easy-to-understand capabilities,
and expectations must be aligned with those capa-
bilities. Early mediated spaces will probably empha-
size capabilities that require minimal multiperson in-
teraction. The mediated kitchen could evolve from
improving collaboration of smart objects, as de-
scribed earlier, with relatively low levels of human
interaction required. The metaphor must evolve with
the capability. Once individuals start ceding respon-
sibility to the space, their expectations must be man-
aged carefully.

Even in spaces that are based wholly on multiper-
son interaction, partial understanding techniques can
still be useful for many tasks. As discussed, infor-
mation extraction can be used to place the key el-
ements of an interaction into a composite structure
that can guide future interaction. The critical added
value is in organizing the information. This is far from
the full-blown vision of mediated space interaction,
but it is nonetheless a compelling capability. Less
than full-blown mediated space environments are al-
ready impressive, e.g., Classroom 2000 and Virtual
Meeting Rooms. "

A key evolutionary parameter is the explicitness of
the computational task. In most working smart
spaces,* even though the computation is pervasive,
most of the interaction is explicit. Individuals’ inter-
action with each other is not part of the computa-
tional task. Only their interaction directly with com-
puters (explicitly writing on pads, pointing at displays,
talking to computers) is computational. Until the
technology for understanding natural multiperson
interaction becomes practical, mediated spaces will
also emphasize explicit computation. Mediated de-
sign sessions will focus on interaction with the CAD
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software; mediated classrooms will focus on inter-
action with representations of the lesson.!* As the
technology evolves, more of the person-to-person in-
teraction will become part of the computational task.
The CAD software will start to interact with the ac-
tual design discussion; the lesson software will aug-
ment student-teacher and student-student interac-
tion; and the computer will start to disappear.

Mediated spaces emphasize certain aspects of inter-
face technology. An issue for speech understanding
in general, but one that is especially pressing in me-
diated spaces, is performance: real-time or near real-
time capability is a requirement. In any speech sys-
tem it is annoying if the system determines after some
interval that it has not understood an utterance. In
a multiperson conversational environment, this
would be a disaster—the conversation would have
gone on, and it would be extremely onerous or even
impossible for the participants to recreate it.

Similarly, speech synthesis is a general issue in speech
systems, but it is more pressing in mediated spaces.
Anyone who has dealt with synthesized speech is
aware of the problem: current technology produces
stilted, difficult-to-understand speech. The computer
cannot hold up its end of the conversation. In any
mediated space metaphor that involves interaction
with the persons in the space, the space must have
a voice.

Finally, an interesting and potentially far-reaching
aspect of mediated spaces involves the dimension
of time. Given the large variety of devices and me-
diated spaces, it will become incumbent on devices
to keep track of their own history—and to pass it on
to their successors before they “die.” This is impor-
tant for authentication (knowing the pedigree or
provenance of an artifact is an important authen-
tication technique). But it is even more important
for providing stability from the human point of view
in a stressfully dynamic environment of different de-
vices and spaces. (It would be nice if your notepad
had “tribal memory” of how to coordinate with other
devices to give an icon salience on a display in a par-
ticular space, and if your notepad remembered how
you finally got electronic cash last time you were in
Ulan Bator....)

Implementing the mediated-space vision requires in-
terdisciplinary research and an integrated approach.
The research problems outlined in this paper are not
independent; they define a nexus of interacting re-
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search approaches that must be realized through col-
laboration.

In Things That Make Us Smart,>* Don Norman points
out that the physical devices that last are those that
can be instantly (or at least very quickly) understood
by their human users. This is not an accident; it is
the result of design, and usually a great deal of trial
and error. Mediated spaces are no different. Their
capability and metaphor must be designed to be un-
derstandable by and useful to their human users. On
the very same page (page 103), Norman describes
what humans are good at:

We communicate and work well in small groups,
sharing and cooperating to accomplish tasks be-
yond the capability of the individual. The coop-
eration is aided through the communicative pow-
ers of language and body: spoken and written
words, gestures, eye contact, and facial expres-
sions.

The vision of mediated spaces is to augment these
most human capabilities.
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